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1
SELECTING AN INTERACTION SCENARIO
BASED ON AN OBJECT

BACKGROUND

In today’s world, many products are sold through one of
two primary channels—physical storefronts and online web
stores. These two channels may provide very different shop-
ping experiences for customers. For example, physical store-
fronts may typically allow customers the ability to physically
interact with the products (e.g., to see, touch, hear, taste,
and/or smell the products in person) and to speak in-person
with sales representatives before committing to a purchase,
but may not provide customers with the types of interactive
and/or dynamic shopping experiences that are sometimes
available online. Online web stores, on the other hand, may
not allow customers the ability to physically interact with the
products being offered for sale, and may provide less cus-
tomer support than some retail storefronts, but the web stores
may offer tailored shopping experiences for the customer
(e.g., based on the customer’s profile and/or tracking of the
customer’s online behavior), and may provide customers
with access to a wide variety of content associated with the
products they are viewing online.

Based on the differences between these shopping experi-
ences, some customers may prefer one method of shopping
over the other, or may even shop for a product using both
channels. For example, a customer may initially shop for a
product at a physical storefront, e.g., by going to the store to
touch and see the item in person, before going online to gather
more information about the product and ultimately complete
the purchase. Such customer behavior may be detrimental to
physical storefronts, especially in cases where the customer
eventually purchases the product from a web store that is not
associated with the physical storefront where the customer
first shopped for the product.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a conceptual diagram of an example presentation
system in accordance with implementations described herein.

FIG. 2 is a block diagram of an example computing system
for selecting an interaction scenario in accordance with
implementations described herein.

FIG. 3 is a diagram of an example object that may be used
for initiating a sign-in process in accordance with implemen-
tations described herein.

FIG. 4 is a flow diagram of an example process for select-
ing an interaction scenario in accordance with implementa-
tions described herein.

DETAILED DESCRIPTION

Online web stores typically gather vast amounts of infor-
mation about a customer’s online behaviors, including for
example, what products the customer has viewed and when,
what products the user has purchased and when, what prod-
ucts the user has purchased as gifts for others and when, who
the user’s social connections are and what their purchasing
behaviors are, and so on. Such behavioral information may be
collected specifically in association with individual users
(e.g., on an opt-in basis, with the customer’s understanding
that allowing such information to be collected will lead to a
more personalized shopping experience) and/or more gener-
ally in association with an aggregate population of users (e.g.,
anonymously with respect to individual users). In either case,
the collection and analysis of such behavioral information
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may allow online web stores to learn what types of informa-
tion and/or interactions lead to purchases by their customers,
and may therefore provide the online web stores with a com-
petitive advantage over traditional physical storefronts that
are unable to capture such information.

In an example implementation of the techniques described
here, a presentation system such as a digital signage installa-
tion at a retail storefront location may be used to collect
customer shopping information on an opt-in basis, and/or to
provide customers with a more tailored avid/or interactive
shopping experience, which may be similar to the shopping
experiences they are accustomed to having online. As an
example, a customer who wishes to opt-in to such a system
may simply present his or her customer loyalty card (or other
similar form of user identification) to the digital signage
system to “check-in” at the location. The act of checking in at
a particular location of a store (e.g., a shoe section), may
inform the system that the user is shopping for a particular
type of product (e.g., shoes) at that particular date and time. In
response to checking in, the customer may be rewarded with
a discount, such as a coupon applicable to items purchased
from the shoe section within a particular period of time. The
user may further show his or her interest in a particular prod-
uct (e.g., a specific shoe model) by showing the product to the
presentation system. The act of showing interest in learning
more about the particular product may provide the store with
additional information about the user’s interests and overall
shopping patterns, especially when combined with past and
future purchases by the user. In response to presenting the
particular shoe to the system, the presentation system may
provide the user with product information including, e.g.,
product videos, user reviews, other similar products, other
complementary products, coupons or other discounts that are
available for the product, or the like. The presentation system
may also offer reduced pricing on one or more product
bundles. The product bundles may be determined based on
the customer’s observed shopping behaviors (e.g., based on
the customer’s current interest in the specific shoe, or based
on other products that the user has viewed or purchased in the
past, or based on other products that the user is likely to want
to view or purchase in the future).

A method that implements the techniques described here
may include receiving, at a computer system and from an
image capture device, an image that depicts a viewing area
proximate to a presentation device. The method may also
include processing the image, using the computer system, to
detect a user in the viewing area presenting an object in a
manner that indicates desired interaction with the presenta-
tion device. The method may also include selecting, using the
computer system, an interaction scenario for presentation on
the presentation device based on the object. In one example of
the method, the presented object may include a user identifier
(e.g., printed on a customer loyalty card), the interaction
scenario may include a user sign-in procedure. In another
example of the method, the presented object may include a
product (e.g., a specific shoe model), and the interaction
scenario may include presenting information associated with
the product to the user.

In some implementations, the techniques described here
may allow retail storefronts to gather user-specific and/or
aggregated behavioral shopping information about customers
who have opted-in to such information gathering, and may
perform such information gathering in a manner that does not
violate customers’ rights to privacy. In some cases, the tech-
niques may also allow retail storefronts to provide customers
with improved shopping experiences. In some cases, the tech-
niques may be performed using the equipment included in
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existing digital signage installations, such that deployment
costs for implementing the techniques at such existing instal-
lations may be relatively minimal. These and other possible
benefits and advantages will be apparent from the figures and
from the description that follows.

FIG. 1is a conceptual diagram of a presentation system 10
in accordance with implementations described herein. The
presentation system 10 may be representative of a digital
signage installation, e.g., at a retail store or other appropriate
location. The example presentation system 10 includes at
least one imaging device 12 (e.g., a camera) pointed at a
viewing area, indicated here by dotted line 16. The viewing
area may be proximate to a display device 20 of the presen-
tation system, e.g., in an area in front of the display device,
and may represent at least a portion of the field of view of the
imaging device 12. Presentation system 10 also includes a
content computer 18 and a presentation computer 24, either or
both of which may be communicatively coupled to the imag-
ing device 12.

The content computer 18 may include image analysis func-
tionality, and may be configured to analyze visual images
captured by the imaging device 12. The content computer 18
may generally be configured to identify content, including
interaction scenarios, to be presented to users of the presen-
tation system 10 based on the analysis of the captured images.
The presentation computer 24 may generally be configured to
control the presentation of such content. In some implemen-
tations, the functionality of content computer 18 and presen-
tation computer 24 may be integrated into a single computing
device.

The term “computer” as used here should be considered
broadly as referring to a personal computer, a portable com-
puter, an embedded computer, a server, or any other appro-
priate computing device that is capable of performing all or
portions of the functionality described here. For example, in
some implementations, certain functionality associated with
an interactive presentation system may be performed using a
tablet or another appropriate type of mobile computing
device. The computers described herein can be any appropri-
ate type of computing device, such as a device that includes a
processing unit, a system memory, and a system bus that
couples the processing unit to the various components of the
computing device. The processing unit may include one or
more processors, which may be in the form of any one of
various commercially available processors. Generally, the
processors may receive instructions and data from a read-only
memory and/or a random access memory. The computing
device may also include a hard drive, a floppy drive, and/or an
optical drive (e.g., CD-ROM, DVD-ROM, or the like), which
may be connected to the system bus by respective interfaces.
The hard drive, floppy drive, and/or optical drive may access
respective non-transitory computer-readable media that pro-
vide non-volatile or persistent storage for data, data struc-
tures, and computer-executable instructions to perform por-
tions of the functionality described here. Other computer-
readable storage devices (e.g., magnetic tape drives, flash
memory devices, digital versatile disks, or the like) may also
be used with the computing devices described herein.

Imaging device 12 may be configured to capture video
images (i.e. a series of sequential video frames) at a desired
frame rate, or to take still images, or both. The imaging device
12 may be a still camera, a video camera, or other appropriate
type of device that is capable of capturing images at an appro-
priate resolution. One example of a relatively inexpensive
imaging device 12 is a webcam.

Imaging device 12 may be positioned near a changeable
display device 20, such as a CRT, LCD screen, plasma dis-
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play, LED display, display wall, projection display (front or
rear projection), or any other appropriate type of display
device. For example, in a digital signage application, the
display device 20 can be a small or large size public display,
and can be a single display, or multiple individual displays
that are combined together to provide a single composite
image in a tiled display. The display may also include one or
more projected images that can be tiled together, combined,
or superimposed in various ways to create a display. In some
implementations, imaging device 12 may be integrated with
display device 20 (e.g., in a tablet or other integrated com-
puting device). An audio output device, such as an audio
speaker 22, may also be positioned near the display device 20,
or integrated with the display device, to broadcast audio con-
tent along with the visual content provided on the display.

The imaging device 12 may be oriented toward an audience
of one or more individual people, who are present in a view-
ing area, designated by dotted line 16. While the viewing area
is shown as having a definite outline with a particular shape,
the dotted line 16 is intended to represent that there is some
appropriate area in which an audience can be viewed. The
viewing area can be of a variety of shapes, and can comprise
the entirety of the field of view 17 of the imaging device, or
some portion of the field of view. For example, some objects
can be located near the viewing area and perhaps even within
the field of view of the imaging device, and yet not be within
the viewing area that will be analyzed by content computer
18.

The presentation computer 24 may be communicatively
coupled to the display device 20 and/or the audio speaker 22
to control the desired video and/or audio for presentation. The
content computer 18 may be communicatively coupled to the
presentation computer 24, which may allow feedback and
analysis from the content computer 18 to be used by the
presentation computer 24. The content computer 18 and/or
the presentation computer 24 may also provide feedback to a
video camera controller (not shown) that may issue appropri-
ate commands to the imaging device 12 for changing the
focus, zoom, field of view, and/or physical orientation of the
device (e.g. pan, tilt, roll), if the mechanisms to do so are
implemented in the imaging device 12.

In some implementations, a single computer may be used
to control both the imaging device 12 and the display device
20. For example, the single computer may be configured to
handle the functions of image analysis, content selection, and
control of the imaging device, as well as controlling output to
the display. In other implementations, the functionality
described here may be implemented by different or additional
components, or the components may be connected in a dif-
ferent manner than is shown.

In operation, the imaging device 12 captures an image of
the viewing area, which may involve capturing a single snap-
shot or a series of frames (e.g., in a video). Imaging device 12
may capture a view of the entire field of view, or a portion of
the field of view (e.g. a physical region, black/white vs. color,
etc.). Additionally, it should be understood that additional
imaging devices (not shown) can also be used, e.g., simulta-
neously, to capture images for processing. The image (or
images) of the viewing area may than be provided to the
content computer 18 for processing.

Content computer 18 may receive the image or images
(e.g., of the viewing area from imaging device 12 and/or one
or more other views), and may process the image(s) to detect
a user in the viewing area who is presenting an object in a
manner that indicates desired interaction with the presenta-
tion system 10. For example, the user may hold a particular
product in front of the imaging device 12 for a short period of
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time to indicate that the user wants more information about
the particular product. As another example, the user may
present a user identification card or badge in front of the
imaging device 12 to indicate that the user wishes to sign in to
a customer system. According to the techniques described
here, a user who does not act in a manner that indicates an
opt-in decision to interact with the system or otherwise indi-
cate desired interaction with the system will not trigger inter-
action with the system, even if the user is holding a recogniz-
able object. For example, a user who is simply passing by the
presentation system 10 with a recognizable object in his or her
hand will not trigger an interaction. In some implementations,
the content computer 18 may use appropriate facial and/or
object detection methodologies to identify users captured in
the image, and to further determine whether any of the iden-
tified users is presenting an object for inspection by the sys-
tem in a manner that indicates desired interaction with the
system, e.g., based on the user’s pose (such as a hand holding
the object raised towards the imaging device 12) and/or posi-
tioning of the object.

If' such auseris detected, content computer 18 may attempt
to recognize the object being presented by the user. In some
implementations, the object may be marked with a visual tag
that is recognizable by the system. For example, the visual tag
may be printed on, embedded in, or otherwise attached to the
object. In some implementations, the content computer 18
may extract, from the captured image, visual features associ-
ated with the object being presented, and may compare the
extracted visual features to the visual features of objects that
are known or recognized in the system. If the extracted visual
features are determined to “match” the visual features of a
known object, then the object being presented may be recog-
nized as the known object. The matching of visual features
may use any of a number of suitable techniques (e.g., signa-
ture matching, point matching, line matching, blob matching,
or the like), or an appropriate combination of techniques, and
may be configurable for a given implementation. The term
“match” as used here should be considered broadly to include
not only identical matches (e.g., all of the extracted visual
features are identical to all of the visual features of the known
object), but also near matches where at least a portion of the
visual features are determined to be the same. The portion or
amount of overlap of the features required for a match or near
match to be declared may be configurable for a given imple-
mentation.

If'the object is not recognized by the system, content com-
puter 18 may generate a notification indicating that the object
being presented is not a known object, and the notification
may be displayed on display device 20.

If'the object is recognized by the system, content computer
18 may select an interaction scenario for presentation on the
presentation device based on the recognized object. In some
implementations, each known object may be associated with
aparticular interaction scenario, e.g., in a one to one configu-
ration. For example, the known object may be a specific
product, and the particular interaction scenario may be to
present product information associated with the specific
product. In some implementations, multiple known objects
may be associated with a more generalized interaction sce-
nario, e.g., in a many to one configuration. For example, the
known object may be any of a number of known products
associated with a product group, and the more generalized
interaction scenario may be to present information associated
with the product group. After selecting an interaction scenario
based, content computer 18 may cause the selected interac-
tion scenario to be presented on the display device 20, e.g., via
presentation computer 24.
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One example use of presentation system 10 may be to
provide user sign-in functionality. In such cases, a user may
present an object that includes or otherwise represents a user
identifier, such as a customer loyalty card with a customer
number, a security badge with an employee number, or
another type of object that uniquely identifies the user. In
response to recognizing the object, the presentation system 10
may provide an interaction scenario that allows the user to
sign in to a system. In some sign-in procedures, the interac-
tion scenario may simply inform the user that he or she has
been recognized and has been signed in. The interaction sce-
nario may also provide content to the user based on signing in,
such as displaying information about the user’s account (e.g.,
the user’s current status level or other account properties),
information about discounts or other awards that are available
for signing in, or the like. Such sign-in procedures may be
used to identify where a user who wishes to be tracked is at a
certain time, and may be used for any number of purposes
such as customer tracking, employee tracking, or the like.

In some sign-in procedures, some form of additional vali-
dation may be required before the user is signed-in to the
system. For example, the system may be configured to display
akeypad that allows the user to enter a personal identification
number (PIN) that matches the user’s stored PIN before sign-
ing the user in to the system. As another example, the addi-
tional validation may require visual validation of the user. In
such cases, the visual validation of the user may include facial
recognition of the user based on the image of the user pre-
senting the sign-in object. As yet another example, the system
may utilize near-field communication (NFC) from the user’s
mobile device, or another form of secondary identification, as
validation of the user’s identity. These or other forms of
validation may provide increased security associated with the
sign-in procedures.

Another example use of presentation system 10 may be to
provide product information associated with a particular
product, e.g., in a retail store implementation. In such cases,
a user may present to the presentation system 10 an actual
product that is available in the store, a brochure that depicts
the product, or any other object that represents or is associated
with the product that the user wishes to learn more about. In
response to recognizing the object (e.g., the product itself, or
a picture of the product), the presentation system 10 may
provide an interaction scenario that shows product informa-
tion associated with the particular product.

The product information presented as part of the interac-
tion scenario may include any number and/or types of content
items associated with the product, including, e.g., product
videos, user reviews, other similar products (e.g., other
brands or available generics), other complementary products
(e.g., other products that are often used with the product or
that are often bought by customers who also bought the prod-
uct), coupons or other discounts that are available for the
product, or the like. The product information presented as part
of the interaction scenario may also or alternatively include
dynamic pricing models associated with the product, such as
reduced bundle pricing for multiple products purchased
together in a single transaction. For example, when a user
presents a first product (e.g., toothpaste) to the system, the
system may provide more information about the toothpaste,
and may also inform the user that if the toothpaste is pur-
chased with a second product (e.g., mouthwash), a discount
will be applied to the transaction. The interaction scenario
may also show the user where the mouthwash may be found
in the store, e.g., by displaying a map from the user’s current
location to the location of the mouthwash.
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Another example use of presentation system 10 may be to
provide directions from the current location to another loca-
tion that is associated with the object being presented (rather
than to a complementary item as described above). In
response to recognizing the object (e.g., an airline boarding
pass, or a brochure advertising the product), the presentation
system 10 may provide an interaction scenario that shows a
map or directions to the location associated with the object
(e.g., the departure gate for the flight, or the location of the
product in the store).

It should be understood that the example uses described
above are for illustrative purposes only, and that other uses or
combinations of such uses are within the scope of this disclo-
sure. For example, while the interaction scenarios described
above primarily include displaying dynamic content to a user,
the scenarios may also allow feedback from the user, e.g., in
the form of spoken input captured by a microphone, touch
screen input captured by the display device, or other appro-
priate feedback. Furthermore, the specific uses of the presen-
tation system in a particular implementation may be config-
urable such that any visually recognizable object may be
associated with any appropriate interaction scenario in accor-
dance with the techniques described here.

In some implementations, the presentation system 10 may
include a training mode that allows previously unknown
objects to be trained (e.g., by an administrator) to be recog-
nized by the system. Such training may include presenting
any unknown object to the system in a manner similar to how
auser presents a known object to the system, e.g., by holding
the unknown object in view of the imaging device 12. In the
training mode, the system may capture visual features asso-
ciated with the unknown object, and may provide an interface
for the administrator to associate the previously unknown
object with a corresponding interaction scenario that is to be
presented when the object is later presented to the system by
a user. In some implementations, the system may provide an
interface that allows the administrator to provide or update
the visual features of'an object directly, e.g., by uploading one
or more images associated with the object to the system.

FIG. 2 is a block diagram of an example computing system
200 for selecting an interaction scenario in accordance with
implementations described herein. Computing system 200
may, in some implementations, be used to perform portions or
all of the functionality described above with respect to con-
tent computer 18 of FIG. 1. As shown, the computing system
200 includes a processor 212, a memory 214, an interface
216, an image analyzer 220, a scenario selection engine 230,
and a repository 240 of known objects. It should be under-
stood that these components are shown for illustrative pur-
poses only, and that in some cases, the functionality being
described with respect to a particular component may be
performed by one or more different or additional compo-
nents. Similarly, it should be understood that portions or all of
the functionality may be combined into fewer components
than are shown.

Processor 212 may be configured to process instructions
for execution by the system 200. The instructions may be
stored on a non-transitory tangible computer-readable stor-
age medium, such as in main memory 214, on a separate
storage device (not shown), or on any other type of volatile or
non-volatile memory that stores instructions to cause a pro-
grammable processor to perform the functionality described
herein. Alternatively or additionally, system 200 may include
dedicated hardware, such as one or more integrated circuits,
Application Specific Integrated Circuits (ASICs), Applica-
tion Specific Special Processors (ASSPs), Field Program-
mable Gate Arrays (FPGAs), or any combination of the fore-
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going examples of dedicated hardware, for performing the
functionality described herein. In some implementations,
multiple processors may be used, as appropriate, along with
multiple memories and/or different or similar types of
memory.

Interface 216 may be implemented in hardware and/or
software, and may be configured to issue and/or receive vari-
ous signals or commands associated with system 200. For
example, interface 216 may be configured to receive, from an
image capture device, images of a viewing area proximate to
a display device. Interface 216 may also be configured to
issue commands that cause the display device to present a
particular presentation scenario. Interface 216 may also pro-
vide a user interface for interaction with a user, such as a
system administrator. For example, the user interface may
provide various control mechanisms to allow a system admin-
istrator to configure the various interaction scenarios or to
train the presentation system with new objects.

Image analyzer 220 may execute on processor 212, and
may be configured to process one or more images received
from an image capture device. As used here, an image is
understood to include a snapshot, a frame or series of frames
(e.g., one or more video frames), a video stream, or other
appropriate type of image or set of images. In some imple-
mentations, multiple image capture devices may be used to
provide multiple images to computing system 200 for analy-
sis. For example, multiple cameras may be used to provide
images that capture different angles of a specific location
(e.g., multiple views of a viewing area in front of a display).

Image analyzer 220 may analyze the image (or images) to
detect a user in a viewing area who is presenting an object in
a manner that indicates an opt-in decision to interact with the
system or that otherwise indicates that the user wishes to
interact with the system. For example, the user may indicate
an opt-in decision by standing within a certain distance of the
image capture device (e.g., four to eight feet), and holding an
object that the user believes may be recognizable by the
system in view ofthe image capture device for recognition. In
some implementations, the image analyzer 220 may use
appropriate facial and/or object detection methodologies to
identify users captured in the image, and to further determine
whether any of the identified users is presenting an object in
a manner that indicates a desire to interact with the system,
e.g., based on the user’s pose and/or positioning of the object.

Scenario selection engine 230 may execute on processor
212, and may be configured to select an interaction scenario
for presentation based on the object that is being presented to
the system by the user. For example, in response to the image
analyzer 220 identifying an object that is being presented in
an appropriate manner by a user, scenario selection engine
230 may query a repository 240 of known objects, e.g., based
on a visual tag marked on the object, to determine if the
presented object exists in the repository 240, and if so, may
select the interaction scenario associated with the presented
object for presentation to the user.

In some implementations, image analyzer 220 may extract
one or more visual features of the object from the image, and
may provide the extracted visual features to the scenario
selection engine 230 for further processing. In such imple-
mentations, the scenario selection engine 230 may compare
one or more of the extracted visual features of the presented
object to one or more of the visual features associated with a
set of known objects (e.g., stored in repository 240) to recog-
nize the presented object as a particular one of the set of
known objects, and may select the interaction scenario asso-
ciated with the particular one of the set of known objects (as
stored in repository 240).
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Data table 242 may be stored in repository 240, and may be
representative of information associated with any objects that
are “known” to the system. As shown, data table 242 may
include a unique object identifier, visual features of the
object, an object descriptor, and an interaction scenario asso-
ciated with the object. The visual features of an object may
include a single value, e.g., representing a digital signature of
a particular object, or may include a set of values, e.g., rep-
resenting digital representations of various visual features of
the object. In various implementations, the data in data table
242 may be entered, e.g., by a system administrator, either
programmatically or via a training mode as described above.

FIG. 3 is a diagram of an example object 300 that may be
used in accordance with implementations described herein.
Object 300 represents a user identification card that may be
recognized by a presentation system, such as the presentation
system 10 described in FIG. 1, to trigger a user sign-in inter-
action scenario when the card is presented to the system.
While described in the context of a customer signing in to a
customer system using a customer loyalty card, similar tech-
niques may be implemented in other contexts, such as an
employee signing in to a work-based system using an
employee badge or ID.

As shown, the user identification card may be of a generally
rectangular shape and may include a number of visual ele-
ments, including a store name 302, a customer name 304, a
store logo 306, a customer photo 308, and a barcode 310
representing the user’s customer number. The visual elements
may be arranged in the same manner for all customer loyalty
cards issued by the particular store. The system 10 may be
configured to recognize the object 300 based on portions or all
of the visual indicators associated with the card (e.g., the
rectangular shape in combination with the specific arrange-
ment of the visual elements; or the rectangular shape in com-
bination with the store logo 306 at a certain location within
the rectangular shape; or any other appropriate indicators or
combinations of indicators).

In some implementations, the system 10 may be trained to
recognize each user’s identification card separately, and each
card may be used to trigger a sign-in interaction scenario for
the particular user. In such implementations, certain visually
distinctive portions of the cards (such as the customer name
304, customer photo 308, and/or barcode 310 representing
the user’s customer number) may be trained to be recognized
by the system as an identification card belonging to the spe-
cific user.

In other implementations, the system 10 may be trained to
recognize a generalized user identification card, which may
be used to trigger a generalized sign-in interaction scenario.
In such implementations, the visually distinctive portions of
the cards may initially be ignored, while the standard features
across all cards (e.g., the store name 302 and the store logo
306) may be trained to be recognized by the system as a
generalized user identification card. The generalized sign-in
interaction scenario may then be particularized for a particu-
lar user based on one or more specific object values. For
example, the specific values associated with the distinct por-
tions of the cards (e.g., the customer name 304, customer
photo 308, and/or barcode 310 representing the user’s cus-
tomer number) may be provided as an input to the sign-in
interaction that was triggered based on the recognition of the
generalized user identification card. In this case, the system
may store a single generalized object, which may be used to
trigger the generalized interaction scenario, rather than stor-
ing each specific object as the triggering mechanism for the
specific interaction scenarios.

20

25

40

45

50

10

FIG. 4 is a flow diagram of an example process 400 for
selecting an interaction scenario in accordance with imple-
mentations described herein. The process 400 may be per-
formed, for example, by a computing system such as the
content computer 18 illustrated in FIG. 1. For clarity of pre-
sentation, the description that follows uses the content com-
puter 18 illustrated in FIG. 1 as the basis of an example for
describing the process. However, it should be understood that
another system, or combination of systems, may be used to
perform the process or various portions of the process.

Process 400 begins at block 410 when a computing system,
such as content computer 18, receives an image that depicts a
viewing area proximate to a presentation device. The image
may be received from an image capture device, such as a still
camera, a video camera, a webcam, or other appropriate
device positioned to capture one or more images of the view-
ing area.

At block 420, the content computer 18 may process the
image to detect a user in the viewing area who is presenting an
object in manner that indicates desired interaction with the
presentation device. For example, content computer 18 may
analyze the image using facial and/or object detection meth-
odologies to identify users captured in the image, and to
further determine whether any identified users are presenting
an object in a manner that indicates a desire to interact with
the system, e.g., based on the user’s pose and/or positioning
of the object.

At block 430, the content computer 18 may select an inter-
action scenario for presentation on the presentation device
based on the object. For example, content computer 18 may
recognize the presented object as a particular known object
that is associated with a particular interaction scenario, and
may select the particular interaction scenario for presentation
on the presentation device. In some cases, such recognition of
the presented object may be based on a visual tag that is
applied to the presented object. In some implementations,
recognizing the presented object as a particular known object
may include extracting one or more visual features of the
presented object from the image, and comparing the extracted
visual features to corresponding visual features associated
with a set of known objects to find a match. The content
computer 18 may then cause the selected interaction scenario
to be presented on the presentation device.

Although a few implementations have been described in
detail above, other modifications are possible. For example,
the logic flows depicted in the figures may not require the
particular order shown, or sequential order, to achieve desir-
able results. In addition, other steps may be provided, or steps
may be eliminated, from the described flows. Similarly, other
components may be added to, or removed from, the described
systems. Accordingly, other implementations are within the
scope of the following claims.

What is claimed is:

1. A method comprising:

receiving, at a computer system and from an image capture
device, an image that depicts a viewing area proximate
to an electronic display device;

processing the image, using the computer system, to detect
auser inthe viewing area holding an object to present the
object to the electronic display device in a manner that
indicates an opt-in decision to initiate a desired interac-
tion with the electronic display device, wherein the elec-
tronic display device is to present information according
to a plurality of interaction scenarios; and

in response to the opt-in decision, selecting, using the
computer system, an interaction scenario of the plurality
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of interaction scenarios for presentation of information
on the electronic display device based on the object,
wherein the object is a physical item that is held by the user.

2. The method of claim 1, wherein selecting the interaction
scenario comprises comparing visual features of the object to
visual features of a set of known objects, recognizing the
object as a particular one of the set of known objects based on
the comparison, and selecting the interaction scenario asso-
ciated with the particular one of the set of known objects.

3. The method of claim 1, wherein the object comprises a
user identifier, and wherein the interaction scenario com-
prises a user sign-in procedure for signing the user into a
system.

4. The method of claim 3, wherein the interaction scenario
further comprises presenting customer account information
of the user on the electronic display device when the user is
signed into the system.

5. The method of claim 4, wherein the validation of the user
comprises facial recognition of the user based on the image.

6. The method of claim 1, wherein the object comprises a
product, and wherein the interaction scenario comprises pre-
senting product information associated with the product.

7. The method of claim 6, wherein the product information
comprises at least one of a user review, another similar prod-
uct, another complementary product, a coupon, and dynamic
pricing of the product.

8. The method of claim 1, further comprising causing the
interaction scenario to be presented on the electronic display
device.

9. A presentation system comprising:

a display device;

an image capture device that captures an image of a view-

ing area proximate to the display device;

an image analyzer, executing on a processor, that analyzes

the image to detect a user in the viewing area presenting
an object in a manner that indicates an opt-in decision to
initiate an interaction with the presentation system; and

a scenario selection engine, executing on a processor, that

selects, in response to the opt-in decision, an interaction
scenario for presentation on the display device based on
the object,

wherein the object is a physical item that is held by the user.

10. The presentation system of claim 9, further comprising
aknown object database that contains a set of known objects,
visual features associated with the known objects, and inter-
action scenarios associated with the known objects, wherein
the image analyzer extracts visual features of the object from
the image, and wherein the scenario selection engine com-
pares the extracted visual features to the visual features asso-
ciated with the known objects to recognize the object as a
particular one of the set of known objects, and selects the
interaction scenario associated with the particular one of the
set of known objects.

11. The presentation system of claim 9, wherein the object
comprises a user identifier, and wherein the interaction sce-
nario comprises a user sign-in procedure for signing the user
into a system.

10

15

20

25

30

35

40

45

50

55

12

12. The presentation system of claim 11, wherein the inter-
action scenario further comprises presenting customer
account information of the user on the electronic display
device when the user is signed into the system.

13. The presentation system of claim 9, wherein the object
comprises a product, and wherein the interaction scenario
comprises presenting product information associated with
the product.

14. The presentation system of claim 13, wherein the prod-
uct information comprises at least one of a user review,
another similar product, another complementary product, a
coupon, and dynamic pricing of the product.

15. A non-transitory computer-readable storage medium
storing instructions that, when executed by one or more pro-
cessors, cause the one or more processors to:

receive an image that depicts a viewing area proximate to a
retail store presentation device comprising an electronic
display;

process the image to detect a user in the viewing area
holding an object to present the object to the retail store
presentation device in a manner that indicates an opt-in
decision to initiate an interaction with the retail store
presentation device, wherein the object includes a
unique identifier for the user, wherein the retail store
presentation device is to present information according
to a plurality of interaction scenarios; and

select, in response to the opt-in decision, an interaction
scenario of the plurality of interaction scenarios for pre-
sentation on the retail store presentation device based on
the unique identifier included in the object, wherein the
interaction scenario comprises displaying customer
account information of the user on the retail store pre-
sentation display device.

16. The non-transitory computer-readable storage medium
of claim 15, wherein selecting the interaction scenario com-
prises comparing visual features of the object to visual fea-
tures of a set of known objects, recognizing the object as a
particular one of the set of known objects based on the com-
parison, and selecting the interaction scenario associated with
the particular one of the set of known objects.

17. The non-transitory computer-readable storage medium
of claim 15, wherein the unique identifier is a customer loy-
alty identifier for a retail store.

18. The non-transitory computer-readable storage medium
of claim 17, wherein the interaction scenario comprises dis-
playing customer loyalty information for the user.

19. The non-transitory computer-readable storage medium
of claim 18, wherein the validation of the user comprises
facial recognition of the user based on the image.

20. The non-transitory computer-readable storage medium
of claim 15, wherein the interaction scenario comprises dis-
playing a discount offer specific to the user.
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